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Correction and analysis of lead content in soil by

laser-induced breakdown spectroscopy
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The laser-induced breakdown spectroscopy is used to analyze the lead content in soils. The analyzed
spectral line profile is fitted by Lorentzian function for determining the background and the full-width
at half-maximum (FWHM) intensity of spectral line. A self-absorption correction model based on the
information of spectral broadening is introduced to calculate the true value of spectral line intensity, which
refers to the elemental concentration. The results show that the background intensity obtained by spectral
profile fitting is very effective and important due to removing the interference of spectral broadening, and
a better precision of calibration analysis is acquired by correcting the self-absorption effect.
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Laser-induced breakdown spectroscopy (LIBS) has been
researched as a diagnostic tool of composition analysis
since the early 1980s, and has developed rapidly for many
purposes over the past two decades, such as identifying el-
ements, material identification, process monitoring, ma-
terial sorting, and site screening[1]. The LIBS technique
offers the prospect of non-destructive, in situ, rapid, and
highly selective and sensitive detection and analysis of
both natural and man-made materials. Especially, LIBS
combining with fiber optic technology brings the poten-
tial for designing a portable and standoff distance LIBS
analyzer, which is required highly in environmental pol-
lution monitoring.

The early research institutes in the environmental ap-
plication of LIBS included Diagnostics Instrumentation
and Analysis Laboratory (DIAL) at Mississippi State
University and US Army Research Laboratory (ARL),
which respectively analyzed the contaminated soil from
army site and detected the resources conservation and
toxic heavy metals in the off-gas of industrial plants
and in liquids[2,3]. The application of LIBS on the
analysis of polluted soils, especially on the detection of
noxious heavy metals, was investigated by some other
researchers[4]. Recently, LIBS was researched on the
detection of lunar soil for moon exploration[5]. Much
work was addressed to the important issues of sensitiv-
ity and analytic precision, and the quantitative analysis
was verified universally to be influenced remarkably by
the variation of matrix component and self-absorption
phenomenon in optical emission spectroscopy[6,7]. The
well-known curve of growth (COG) method was used by
Bulajic et al.[8] for correcting the self-absorption effect in
calibration-free LIBS. A self-absorption model in LIBS
measurements on soils and sediments was constructed
for correcting the calibration curves of intensity by Lazic
et al.[9]. These models are generally based on detailed
plasma parameters such as size, temperature, electron
density, and so on, some of which are hard to be ob-
tained or involve complicated calculation. In this letter,

the contaminated soil with wide range concentration of
lead element is analyzed by LIBS. The spectral profile of
Pb 405.78-nm atomic emission line is fitted in Lorentzian
curve according to the main broadening mechanism of
LIBS. Also a correction model is introduced to calculate
the influence degree of self-absorption on the net line in-
tensity, and the effectiveness of the model is verified ex-
perimentally.

The degree of spectral line self-absorption is parame-
terized by the self-absorption coefficient (SAC), which is
defined as the ratio of the measured spectral line peak
intensity to the spectral line peak intensity without self-
absorption. With this definition, SAC is equal to 1 if
the line is not self-absorbed and decreases towards 0 if
the self-absorption increases. According to the classic
spectroscopy theory[10,11], the emission spectral line peak
intensity (W/cm3) corresponding to the transition from
the upper level j to the lower level i of an excited atom
or ion is determined by
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If the plasma is assumed optically thin, i.e., the self-
absorption is absent and k(λ)l≪1, the spectral line peak
intensity I0(λ) can be approximated as
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In Eqs. (1) and (2), F is a constant factor depending
on the measuring instrument, h is the Planck constant
(J·s), c is the speed of light (m/s) λ0 is the transition
wavelength (m), nj , ni, gj, and gi are the number densi-
ties (cm−3) and the degeneracies (dimensionless) of the
upper and the ground atomic levels (for the resonance
transition), respectively, k(λ) is the frequency-dependent
absorption coefficient (cm−1), and l is the absorption
path length (cm).
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The absorption coefficient k(λ) follows a Voigt distri-
bution, the convolution of a Gaussian function, and a
Lorentzian function. But in the typical LIBS conditions,
the Lorentzian contribution led by collision broadening
and natural line broadening is dominant absolutely. Thus
k(λ)l can be expressed as

k(λ)l ≈ K
∆λ0

4(λ − λ0)2 + ∆λ2
0

, (3)

where K = 2e2nifλ2
0l

/

mc2, e and m are the charge and
the mass (g) of the electron, f is the oscillator strength
(dimensionless) of the transition, and ∆λ0 is the line full-
width at half-maximum (FWHM) intensity without self-
absorption.

According to the definition of SAC and the above equa-
tions, the SAC of spectral line λ0 can be expressed as

SAC =
I(λ0)

I0(λ0)
=

∆λ0(1 − e
−K

∆λ0 )

K
. (4)

In addition, the definition of FWHM has an inclusion
relation that for λ=λ0 ± λ/2 the intensity I(λ) must be
equal to I(λ0)/2. Combining Eqs. (1) and (3), the
relation between the real linewidth ∆λ and the ideal
linewidth ∆λ0 can be deduced as
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. (5)

By numerically solving Eqs. (4) and (5), a relational
expression of ∆λ, ∆λ0, and SAC exists as

∆λ

∆λ0
= (SAC)−0.54. (6)

In Eq. (6), ∆λ can be gained from the real measured
spectral data, and ∆λ0 is equal to the Stark broadening
of analytic line. For typical LIBS conditions, the contri-
bution from ion broadening is negligible, and the Stark
broadening of a line is given by[2]

∆λ0 = ∆λStark = 2w(ne × 10−16), (7)

where w is the electron impact parameter of analytic
line, and ne is the electron density that can be counted
by the information of other emission line that belongs to
the very low density atom or ion, which means weak and
negligible self-absorption.

The LIBS system used for obtaining the spectra ana-
lyzed in this letter is schematically presented in Fig. 1.
The experimental apparatus uses a Q-switched Nd:YAG
laser (Pro290, Spectra-Physics Company), delivering
about 600 mJ at 1064 nm in 10-ns pulses, at a maximum
repetition rate of 10 Hz, for generating a micro-plasma
at the sample surface. The laser beam passes through
an optical attenuator to reduce the pulse energy to
180 mJ and is focused on the surface of samples by a lens
of 32-cm focal length. The light emitted from the excited
plasma plume is collected by an optical system and then
sent through an optical fiber to an imaging system, which
includes an echelle spectrometer (ME5000, Andor Tech-
nology) coupled with an intensified charge coupled de-
vice (ICCD) camera (iStar DH734, Andor Technology).

The working wavelength range of the imaging system is
200−850 nm with a spectral resolution of λ/∆λ=5000
(corresponding to 3 pixels FWHM). The laser source
and imaging system are controlled by a Stanford DG535
pulse/delay generator. A signal synchronized to the laser
Q-switch is used for the triggering of the generator to
minimize the timing jitter. The delay trigger implements
adjustment of the time difference between the laser pulse
shot and ICCD time gating. The samples are fixed on
a rotatable stage to ensure a fresh surface available for
each laser shot. The collection apparatus (quartz optical
fiber) is placed close to the plume under an angle of 45◦

with the sample surface to collect the plasma emission.
The samples used in this work were precisely prepared.

The natural soil was taken from field ground and dried
in the air, and then was milled into the powder. The
dry soil powder was mixed with different weights of lead
chloride reagents to form some homogeneous samples
containing different lead contents. All the samples were
pressed to pellets. The distributions of Pb concentra-
tions in samples is shown in Table 1.

In the previous work[12], it has been demonstrated that
the proper delay time of ICCD gating after the plasma
generating is effective for the reduction of continuum
bremsstrahlung emission background as well as for the
improvement of the signal-to-noise ratio (SNR). Figure
2 shows the evolution of the intensity and SNR of Pb
405.78-nm spectral line in the No. 3 sample during the
delay time changing, and the gate width is set to 1.0 µs.
It is clear that the line intensity decreases and the SNR
increases when the delay time increases. Considering the
integrated optimization of the line intensity and SNR, a
delay time of 0.7 µs was chosen for all the experimen-
tal investigation in this work, and accordingly the gate
width was 1.0 µs.

In the LIBS measurement, the spectral line intensity
should be the net line intensity by subtracting the back-
ground. Thus, confirming the exact spectral background
is a very important process that impacts on the accu-
racy of LIBS analysis. Usually, the mean of the both
bottom sides of the analyzed line peak is regarded as
the value of background. However, the background value

Fig. 1. Schematic diagram of the experimental setup.

Table 1. Pb Concentrations in Samples

No. 1 2 3 4 5 6 7 8 9 10

Pb (µg/g) 4 19 37 60 134 238 931 1862 3723 7446
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Fig. 2. Intensity and SNR at various delay time.

Fig. 3. Fitting curves of 405.78-nm line profiles.

Fig. 4. Spectral background obtained by different methods.

counted by this way is generally affected by the profile
broadening of the analyzed spectral line and the other
adjacent high-intensity spectral line. In this work, the
fitting curve of the spectral line profile is proposed to
confirm the spectral background. The line broadening
mechanism of LIBS mainly includes Doppler broadening
which results in a Gaussian line profile, natural broaden-
ing, and collision broadening which lead to a symmetric
Lorentz profile. Actually, the measuring line profile is
the Voigt profile obtained by convolution of the above
two profiles[1]. But in typical LIBS conditions, the Stark
broadening caused by the collision of electrons and ions
is the main contribution that dominates the line profile,
so the Lorentzian function is used to fit the spectral line.

Figure 3 shows three fitting results of Pb 405.78-nm
lines in the LIBS of soil samples with different lead con-
tents, and the data are fitted by a symmetric Lorentzian

distribution. The goodness of fit is satisfying, especially
for the higher intensity spectra. According to the fitting
curve, the information about the FWHM and the bottom
asymptote of the spectral line can be gained. The value
of FWHM will be used in the self-absorption correction
model, and the value of the horizontal bottom asymptote
is considered as the value of background.

The values of spectral background, obtained respec-
tively by the method of curve fitting and from the mean
of bottom side spectra of analyzed line, are compared
in Fig. 4. The values of background gained from two
approaches are almost equivalent when the lead content
is low (the intensity of Pb 405.78-nm line is small ac-
cordingly). But along with the increase of lead content
in samples, the mean of bottom side spectra increases
sharply and the value of the horizontal bottom asymp-
tote is standing at an even level. The experimental con-
ditions for all the samples are the same and the matrix
component of samples varies slightly, and thus it is rea-
sonable that the background for all the samples keeps in
a certain level. The increase of the mean of bottom side
spectra beside the analyzed line does not truly reflect the
variation of spectral background. In fact, it is impacted
by the wide range broadening profile of the high intensity
405.78-nm line as the lead content increasing.

Ten soil samples as shown in Table 1 were put into the
experiment, and the average spectrum of 10 laser shots
was used for the calibration analysis of every sample. The
background intensities of 405.78-nm line were calculated
by the fitting curves. The calibration analysis of emission
spectroscopy is generally based on the Lomakin-Scherbe
equation of[12]

I = aCb, (8)

where I is the spectrum intensity of the analysis, C is
the elemental concentration of analysis species, a is a
constant parameter based on the experiment, and b is
the self-absorption parameter varying from 0.5 to 1 ac-
cording to the self-absorption degree.

Thus, if the self-absorption of analytic line is absent,
the calibration curve between I and C should be linear.
When the self-absorption is considered, the logarithm
form (lgI versus lgC) is usually used for the linear cal-
ibration, and the parameter b is assumed to be a con-
stant less than 1. Actually, the parameter b varies along
with the change of elemental concentration of analysis
species in samples, thus it cannot really remove the self-
absorption effect.

Fig. 5. Calibration curves (a) before and (b) after self-
absorption correction.
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Table 2. Comparison of Relative Deviation Before
and After Self-Absorption Correction (%)

No. 1 2 3 4 5 6 7 8 9 10

Before 121.7 51.6 14.9 23.2 14.3 12.8 19.1 9.1 6.3 9.2

After 10.3 4.9 5.7 7.3 7.9 2.4 5.1 3.7 2.7 1.3

The curve (a) in Fig. 5 presents the relation between
the net line intensity of Pb 405.78 nm and the lead con-
centration. An obvious bending is observed when the
lead concentration is high, which is the typical symbol-
ization of self-absorption happening. The occurrence
of emission line self-absorption makes the line intensity
lower than it should be, and consequently affects the
precision of calibration analysis.

A correcting process, aiming at the emission line self-
absorption of Pb 405.78 nm, is executed using the intro-
duced correction model. The electron density of plasma
is counted by the information of Al 394.40-nm emission
line, which is considered as no self-absorption happen-
ing because the aluminum concentration is checked at
a very low level in these samples. According to the
electron density ne and the FWHM ∆λ of spectral line
405.78 nm, the SAC can be solved and used to correct
the influence of self-absorption. The line (b) in Fig.
5 is the new calibration curve fitted by the intensity
data after correction. It shows that the application of
the self-absorption correction changes the line intensity
little in the low lead content samples since the weak
self-absorption, and improves the line intensity markedly
when the lead concentration in the samples increases.
And a good linear calibration curve is obtained after
self-absorption correction.

Table 2 shows the relative standard deviation of cal-
ibration analysis using the original data and the data
after correction. The occurrence of line self-absorbing
in samples with high lead contents damages badly the
calibrating precision and the accuracy of element quan-
titative analysis, especially for the sample with lower
concentration of analytic element, in which the equal
absolute error leads to much higher relative analytical
error. That is why bigger relative deviation presents
in the samples with lower lead content. After the self-
absorption correction of the emission line 405.78 nm, the
analytical precision is improved obviously. The results
show that the correction model is very effective for the
improvement of LIBS quantitative analysis when self-
absorption occurs.

Also, the self-absorption correction is proved to be
helpful for improving the detection limit of lead in soil.
The detection limit (CL) for element analysis is calcu-
lated from the calibration curve by using[13]

CL = 3Save/m, (9)

where Save is the average of the standard deviations of
the measurements for the samples with five lowest ele-
ment concentrations, and m is the slope of the calibra-
tion curve. This correcting process not only decreases

the standard deviation of the measurement, but also in-
creases slope of the calibration curve as shown in the Fig.
5. In this work, the detection limit of lead in soil is opti-
mized to 8 µg/g.

In conclusion, we have designed a typical LIBS exper-
iment for the detection of the lead content in soil. The
intensive self-absorption of Pb 405.78-nm line presents in
the samples with high lead content and badly damages
the calibrating precision of quantitative analysis. A cor-
rection model for emission line self-absorption, based on
the information of line broadening in the analytical spec-
trum and the Stark broadening parameter, is introduced
and used to calculate the degree of line self-absorption
and then correct the line intensity. The results show
that this correction model is very effective to improve
the LIBS calibrating measurement when the analytical
spectral line is obviously self-absorbed in the optically
thick plasma. The feasibility and precision of detecting
the lead pollution in soil by LIBS are verified.
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